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Non-Confocal 3D Reconstruction in Volumetric
Scattering Scenario

Dongyu Du , Xin Jin , Senior Member, IEEE, and Rujia Deng

Abstract—Real-time scattering imaging technology is of great
importance for transportation in extreme weather, scientific re-
search in the deep ocean, emergency rescue in heavy smoke, and so
on. Among existing volumetric scattering imaging methods, time-
of-flight (ToF) methods based on confocal imaging architecture,
isolating or modeling scattering photons, present the best visual
reconstruction ability. However, these methods rely on the long
acquisition time to capture more effective photons and thus fail
to deal with real-time imaging tasks. In this article, aiming at pro-
viding both high-speed and high-quality scattering reconstruction,
a dual optical coupling scattering transmission model is proposed
to accurately describe the spatial and temporal propagation of
scattered photons in the non-confocal imaging architecture. Then,
a non-confocal boundary migration model (NBMM) is designed to
establish the mapping between scattered measurement and object
information. Besides, using the special characteristic of the tem-
poral transfer matrix, a depth reconstruction method based on
re-focusing is developed to recover the 3D structure of the object.
Finally, a non-confocal imaging system is built to capture photons
for all pixels simultaneously and verify the effectiveness of the
proposed method. The experimental results show that the proposed
method can recover 3D objects located at a one-way scattering
length of 22.2 transport mean free paths (TMFPs), corresponding
to the round-trip scattering length of 44.4 TMFPs, which is 6.9 times
more than typical non-confocal methods. It operates 600 times
faster than confocal methods and only requires 100 ms exposure
time, which is very beneficial to a variety of real-time scattering
applications.

Index Terms—Volumetric scattering imaging, time-of-flight,
diffuse optical tomography.

I. INTRODUCTION

IMPROVING the imaging ability in the volumetric scattering
media is of great importance for existing imaging devices

to operate well in challenging environmental conditions. For
example, seeing in the clouds, fog, haze, or turbid water is crucial
to the navigation system and remote sensing [1], [2], [3], [4], [5],
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[6]; imaging through the tissue to obtain high-resolution images
is also desired for medical diagnosis and treatment [7], [8].

Significant effort has been dedicated to improving the recon-
struction quality in the volumetric scattering scenarios. Among
these methods, some time-of-flight active methods [9], [10]
utilize the properties of scattered photons and accurately model
the spatial-temporal scattering propagation process and thus
provide the best reconstruction performance in the highly scat-
tering scenario. However, these methods require the scenario to
be scanned using a confocal imaging system to capture more
effective photons, resulting in a long acquisition time of tens
of minutes or seconds which is not acceptable in real-time
applications. Additionally, in the confocal imaging system, the
single-pixel ultrafast sensor is focused on the same point as the
scanned pulsed laser, which disregards the light that reflects off
the other pixels’ positions in the scenario. Some other works
have reduced acquisition time to a few seconds by using an
ultrafast detector array. However, due to the limited utilization
of the properties of scattered photons and approximate modeling
of complex scattering propagation in non-confocal architecture,
these methods can only handle weak scattering cases [4], [11],
[12], [13], [14] or recover simple 2D objects [15]. Therefore,
breaking the inherent constraint between scattering imaging
capability and acquisition complexity is challenging.

To address this problem, in this article, we design a non-
confocal imaging system alongside a non-confocal imaging
model and reconstruction method, which adequately harness
and accurately model all photons returned from the scenario
and thus enable high-quality and high-speed reconstruction in
highly scattering scenarios. The experiments verify that the
scattering reconstruction capability of the proposed method is
6.9 times more than that of the existing non-confocal scattering
method. Compared with confocal scattering methods, the pro-
posed method significantly reduces the acquisition time from
tens of minutes to a millisecond level without large degradation
of imaging quality and scattering imaging capability. We believe
that the proposed method paves the way toward real-world
imaging in the extreme scattering scenario.

The remainder of this article is organized as follows.
Section II introduces the related works. Section III derives
the proposed dual optical coupling scattering transmission
model, non-confocal boundary migration model, and depth
reconstruction method in detail. The experimental setup,
reconstruction results under the static and dynamic scattering
scenarios, and performance analysis are provided in Section IV.
Conclusions are drawn in Section V.
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II. RELATED WORKS

Active imaging systems show the best scattering imaging
capability since they can record both spatial and temporal in-
teraction between the photons and the scattering scenario by
emitting light from a pulsed laser and measuring the time-of-
flight information using an ultrafast detector. In this section, we
review the existing time-of-flight scattering imaging methods
and the corresponding scattering imaging system architecture.

A. Time-of-Flight Volumetric Scattering Imaging Methods

Time-of-flight-based scattering imaging methods try to re-
cover the object information by extracting ballistic photons
or modeling scattered photons. Isolating ballistic photons can
be achieved by temporal filtering, parametric fitting, or cross-
correlation. Temporal filtering methods [11], [12], [14], [16],
[17] design a time-gating mechanism as a prior of the object
depth to extract ballistic photons. Parametric fitting methods [4],
[18], [19], [20] model the statistical distribution of ballistic and
scattered photons and fit the measured time profile to distinguish
the temporal distribution of ballistic photons. Calculating the
cross-correlation [13], [21], [22] between the measurements and
instrumental responses can also enhance the effect of ballistic
photons. These methods have low computational complexity
while they are infeasible in highly scattering scenarios where
the ballistic photons are greatly attenuated and highly coupled
with scattered photons.

Different from the above methods which extract ballistic
photons, some methods theoretically model the spatial-temporal
propagation of scattered photons and invert the forward imaging
model to reconstruct the object. However, inverting the scat-
tering imaging models, such as the radiative transfer equation
(RTE) or diffusion equation (DE), is inherently ill-posed and
highly undetermined. To address this problem, diffuse optical
tomography (DOT) methods [23], [24], [25] make some spe-
cific assumptions to obtain the analytical solution, resulting in
low-resolution reconstructions. Additionally, these methods rely
on multiple source-detector pairs to alleviate the ill condition of
the inverse problem, which increases the acquisition complexity.
Lyons et al. [15] proposed an optimization framework to solve
the scattering model in optical transmission mode. While this
method can operate well in highly scattering scenarios, it can
only recover 2D objects with the object depth and the thickness
of the scattering media as priors. Besides, limited by the heavy
computation workload, it suffers from a low reconstruction
quality and long computation time. In our previous work [10],
we provided an efficient solution without computational ap-
proximation and demonstrated the high-quality reconstruction
in the highly scattering media with a one-way scattering length
of 25.4 TMFPs, while it requires scanning the scenario by
using a confocal imaging system, resulting in a long acquisition
time.

B. Volumetric Scattering Imaging System Architecture

According to the cooperation mode of laser and detector,
existing time-of-flight imaging systems can be divided into

confocal and non-confocal imaging systems. In the confocal
imaging system, a pulsed laser illuminates a point in the sce-
nario and the single-pixel ultrafast detector focuses on the same
point. The measurements are collected by changing the scanning
point. Since the laser power is concentrated in this case, more
effective signal photons can be captured, which is conducive to
the scattering reconstruction. Additionally, the confocal acquisi-
tion procedure provides some specific optical path constraints,
which can be used to simplify the scattering imaging model
[9], [10]. Therefore, the confocal system allows high-quality
reconstruction while the scanning mechanism results in a long
acquisition time which is not acceptable in real-time applica-
tions. In contrast, the non-confocal imaging system is based on
the multi-pixel detector array which can capture photons for
all pixels simultaneously and thus greatly shorten the acqui-
sition time. However, modeling the scattering propagation in
the non-confocal architecture is challenging since the detector
captures photons that reflect off the other pixels’ positions in the
scenario, which breaks the key assumption about optical paths
in confocal systems. Besides, the laser power is dispersed in
the non-confocal system, which reduces the amount of captured
signal photons and further hinders the reconstruction. Therefore,
existing non-confocal methods simply isolate the ballistic pho-
tons or build the model in the restricted scenario so that they can
only handle the weak scattering scenarios [4], [11], [12], [13],
[14] or recover the simple 2D object [15].

Overall, existing volumetric scattering methods operate in
a tradeoff between the scattering imaging capability and the
acquisition complexity. To provide both high-speed and high-
quality target recovery in the highly scattering scenarios, in this
article, a non-confocal imaging system is built to provide fast
acquisition; a dual optical path coupling scattering transmission
model is proposed to accurately describe the propagation of
scattered photons in the non-confocal system; a non-confocal
boundary migration model and a depth reconstruction algorithm
is designed to achieve high-quality target recovery.

III. THE PROPOSED NON-CONFOCAL SCATTERING IMAGING

MODEL AND RECONSTRUCTION METHOD

The proposed non-confocal scattering imaging model and
reconstruction method are based on the non-confocal time-of-
flight imaging system, as illustrated in Fig. 1. The imaging target
is embedded in the volumetric scattering media. The divergence
of the pulsed laser is expanded by a diffuser to illuminate the
entire volumetric scattering scenario. The ultrafast detector array
records the time-of-flight information of photons that diffuse
through the volumetric scattering region and scatter back from
the hidden objects and scattering media. The 3D measurement is
generated with a single exposure using a non-confocal imaging
system.

In order to recover the object from the measurements with
ultra-incomplete optical signals, we first propose a dual optical
path coupling scattering transmission model to forward describe
the propagation of scattered light in the non-confocal system, as
detailed in Section A. Then, a non-confocal boundary migration
algorithm is developed to inverse the forward imaging formation
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Fig. 1. Schematic diagram of non-confocal time-of-flight imaging system.
The object is embedded in the volumetric scattering media. A pulse laser emits
the light that passes through the diffuser and illuminates the entire scenario.
An ultrafast detector captures the light for all pixels simultaneously without
scanning and generates the measurement which records the spatial and temporal
information of the photons.

model and recover the hidden object, as detailed in Section B.
Finally, a depth reconstruction method is designed to achieve
3D reconstruction, as detailed in Section C. During the deriva-
tion, we make several assumptions: the scattering medium is
homogenous so that its characteristics are spatially invariant; the
surface structure of the object does not introduce extra optical
paths; partial occlusions within hidden scene parts are ignored;
multi-bounce transport between objects is neglected.

A. Dual Optical Path Coupling Scattering Transmission Model

We first model the propagation process of the scattered pho-
tons in the non-confocal imaging system and describe it as:

Y = A (O) +W, (1)

where Y ∈ RM×M×T is the spatial-temporal measurements
with M ×M pixel size and T time bins; O ∈ RX×Y ×Z is the
hidden object with a size of X × Y × Z; A : RX×Y ×Z →
RM×M×T is the mapping operator from the object to the 3D
measurements; and W represents the additive random noise.
Different from the confocal system where the illumination
source and detector share an optical path so that the confocal
mapping operator is established based on a single optical path,
that is, directly between the object and the detector, the light
propagation in the non-confocal system cannot be simplified as
a one-way propagation. In this case, to computationally describe
the mapping in (1), we model the propagation of scattered
photons in the non-confocal imaging system as a dual optical
path coupling process, as shown in Fig. 2(a): the incident light
forward propagates to the object, then the scattered light is
reflected by the object and backward propagates to the detector.
The forward scattered field is denoted as φi(x, y, z, t), which
represents the electromagnetic radiation in the 3D space (x, y, z)
and time t and is physically equivalent to the photon fluence rate.
The propagation direction and intensity of photons after they
hit a point on the object is described by a function g(x, y, z),
which incorporates the surface characteristics of the object such
as albedo, surface normal, bidirectional scattering distribution

function (BSDF) and so on. The backward scattered field is
denoted as φe(x, y, z, t). The above mathematical symbols are
also instructed in Fig. 2(a). Assuming the surface structure of
the object does not introduce an extra optical path, i.e., the depth
difference of the object is ignored, the spatial variability in the
depth dimension of the scattered field caused by the object can
be neglected. Then the mapping operator can be described in
terms of convolution, which is as follows:

A (·) = [φi (x, y, z, t)× gT (x, y, z)] ∗ φe (x, y, z, t) , (2)

where ∗ indicates a convolution and gT (x, y, z) is constructed
by repeating the g(x, y, z) in the fourth dimension T times. The
time-resolved diffusion equation is used to analytically describe
the forward and backward scattered fields. In this case, the
φi(x, y, z, t) and φe(x, y, z, t) satisfy the following differential
equations:

⎧⎪⎪⎨
⎪⎪⎩

1
c
∂φi(x,y,z,t)

∂t −D∇ · [∇φi (x, y, z, t)] + μaφi (x, y, z, t)
= s (x, y, z, t) ,

1
c
∂φe(x,y,z,t)

∂t −D∇ · [∇φe (x, y, z, t)] + μaφe (x, y, z, t)
= φi (x, y, z, t) · gT (x, y, z) ,

(3)

where c is the speed of light in the medium; D is the diffusion
coefficient which includes the absorption coefficient μa and
the reduced scattering coefficient μ′

s and is given by D =
(3(μa + μ′

s))
−1 ; s(x, y, z, t) is the incident light source which

is approximated as an infinite area light here.
Combining the (1)–(3), the scattering transmission model in

the non-confocal imaging system, i.e., the forward non-confocal
imaging model, can be obtained. The mapping between the
measurements and the object is also implicitly given.

B. Non-Confocal Boundary Migration Model

Unfortunately, it is computationally infeasible to directly
compute the mapping operator (2) and further invert the forward
imaging model to reconstruct the hidden object. To address this
problem, a non-confocal boundary migration model is proposed
to transform the inverse problem into a boundary migration
problem. First, without loss of generality, the measurements
Y can be expressed as the spatial boundary of the backward
scattered field after calibrating the distance among the laser,
the detector, and the front surface of the scattering media, i.e.,
Y = φe (x, y, z = 0, t). Photons propagate forward toward the
object while assuming that the surface structure of the object
does not introduce extra optical paths, then the difference in
the arrival time of these photons at the object’s surface can be
neglected. In this case, the origin of the backward scattered field
is approximated as the steady state field in the time domain.
Therefore, the temporal boundary of the backward scattered field
can be denoted as the time integral of the forward scattered field
changed by the object:

φe (x, y, z, t = 0) =

∫
φi (x, y, z, t)× gT (x, y, z) dt, (4)
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Fig. 2. Schematic diagram of non-confocal light propagation and pipelines of forward image formation and inverse reconstruction. (a) A pulsed laser emits the
light into the scattering scenarios. The photons are forward scattered to the object O and backscattered to the detector. The detector (SPAD) captures the scattered
photons to generate the measurement Y . The forward and backward scattered fields are denoted as φi(x, y, z) and φe(x, y, z). The function g(x, y, z) describes
the object’s surface characteristics. (b) The non-confocal forward image formation pipeline from object, Φ′

e(kx, ky , kz), Φe(kx, ky , f), to measurement. (c) The
pipeline of inverse reconstruction from measurement, Φe(kx, ky , f), Φ′

e(kx, ky , kz) to object.

which is different from the confocal method that treats the virtual
illumination of the object as the temporal origin of the scat-
tered field. Since the field φe(x, y, z, t = 0) represents the main
characteristics of the object, the object can be approximated
as the temporal boundary of the backward scattered field, i.e.,
O = φe (x, y, z, t = 0). Then, combining the temporal bound-
ary shown in (4) and the spatial boundary given by the position of
the detector, the non-confocal forward imaging formation model
(1) can be expressed as:

φe (x, y, z = 0, t) = A (φe (x, y, z, t = 0)) +W. (5)

The mapping operatorA(·) represents the space-to-time trans-
formation of the backward scattered field φe(x, y, z, t). In this
case, A(·) does not need to be computed analytically and can be
computationally achieved by extending the confocal boundary
migration model [10]. The mapping process from object to
measurement is derived below and the corresponding pipeline
is shown in Fig. 2(b). Based on the second differential equation
of (3), the spectrum of backward scattered field φe(x, y, z, t) on
the spatial dimensions over (x, y, z) can be derived as:

φe (x, y, z, t)

=
1

(2π)3

∫ ∫ ∫
Φe (kx, ky, kz, t) e

i(kxx+kyy+kzz)dkxdkydkz,

(6)

where

Φe (kx, ky, kz, t) = e−c[D(k2
x+k2

y+k2
z)+µa]t

·
[
C (kx, ky, kz) +

∫
cΦi (kx, ky, kz, t)

·GT (kx, ky, kz) e
c[D(k2

x+k2
y+k2

z)+µa]tdt

]
︸ ︷︷ ︸

Φ′
e(kx,ky,kz)

. (7)

Φe(kx, ky, kz, t) is the Fourier domain representation of
φe(x, y, z, t) over spatial dimensions and (kx, ky, kz) is the
wave vector. Different from the Φ′

e(kx, ky, kz) in the confo-
cal system which only includes the characteristics of photon
source, here, the Φ′

e(kx, ky, kz) in the non-confocal system is a
represented Fourier field which includes the forward scattered
field Φi(kx, ky, kz, t) and object information GT (kx, ky, kz).
Then the temporal boundary of the backward scattered field
φe(x, y, z, t = 0), which represents the object, can be obtained
by the inverse Fourier transform of its spectrum Φ′

e(kx, ky, kz).
Further, following the key step in the confocal boundary mi-
gration model [10], a Stolt interpolation which is based on the

dispersion relation f = c
√
k2x + k2y + k2z is used to establish

a space-to-time mapping in the frequency domain, where f is
denoted as the frequency of light. After the variable change from
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kz to f , (6) can be described as:

φe (x, y, z, t) =
1

(2π)3

∫ ∫ ∫
Φe (kx, ky, f)

· e−
[
D f2

c +cμa

]
t+i

(
kxx+kyy+

√
f2

c2
−k2

x−k2
yz

)
dkxdkydf,

(8)

where

Φe (kx, ky, f)

=
|f | /c2√

f2

c2 − k2x − k2y

Φ′
e

(
kx, ky,

√
f2/c2 − k2x − k2y

)
. (9)

We note that this interpolation method allows us to con-
vert Φ′

e(kx, ky, kz) and Φe(kx, ky, f) without analytically
computing them, including their internal functions such as
GT (kx, ky, kz), Φi(kx, ky, kz, t) and C(kx, ky, kz). Then, ac-
cording to the (8), the spatial boundary of backward scattered
field φe(x, y, z = 0, t), which represents the measurements, can
be obtained by 2D Fourier transform over (kx, ky) and 1D
numerical transform over f of Φe(kx, ky, f).

Therefore, the operator A(·) establishes the mapping from
object φe(x, y, z, t = 0) to the measurements φe(x, y, z = 0, t)
through the interpolation transformation in the frequency do-
main. Finally, the object reconstruction is the reverse process of
the above derivation, as shown in Fig. 2(c). And the pipeline can
be summarized as:

φe(x, y, z = 0, t) → Φe(kx, ky, f) → Φ′
e(kx, ky, kz)

→ φe(x, y, z, t = 0).

The pseudocode of the proposed method is shown in
Algorithm 1. The computational complexity of the non-confocal
boundary migration model is bounded by the Fourier transform
and the numerical transform in (8). Denoting the N as the size
of each dimension of measurements, the complexity of the
proposed method is O(N3logN).

C. Depth Reconstruction Method

The derivation above shows that the depth information of the
object is included in the temporal information of measurements
φe(x, y, z = 0, t). The key step of the depth reconstruction is
the temporal numerical transform from φe(x, y, z = 0, t) to
Φe(kx, ky, f) over f in (8), which is given by:

φe (t) =
1

2π

∫
Φe (f) · e−

[
D f2

c +cμa

]
t
df. (10)

This numerical transform can be discretized as φe = HΦe,
which can be further specified as following:

⎡
⎢⎣
φe (t1)

...
φe (tT )

⎤
⎥⎦ =

⎡
⎢⎢⎣
e−

1
c [Df2

1+c2μa]t1 · · · e−
1
c [Df2

T+c2μa]t1

...
. . .

...

e−
1
c [Df2

1+c2μa]tT · · · e−
1
c [Df2

T+c2μa]tT

⎤
⎥⎥⎦

Algorithm 1: Non-Confocal Boundary Migration Model.

1: Procedure NBMM (τ(x, y, t))
2: // Initialization
3: D = D0, μa = μa0, c = c0
4: // Pre-process data
5: φe(x, y, t) = Pre-process (τ(x, y, t))
6: // Construct the transfer matrix over t
7: H = e−[D f2

c +cμa]t

8: // Numerical transform over t
9: Φe(kx, ky, f) = H−1φe(x, y, t)

10: // Fast Fourier transform over (x, y)
11: Φe(kx, ky, f) = Fx,y(Φe(x, y, f))
12: // Interpolation

13: Φ′(kx, ky, kz)=
c|kz |√

k2
x+k2

y+k2
z

Φ̄
(
x, y, c

√
k2x+k2y+k2z

)
14: // Inverse fast Fourier transform
15: φ(x, y, z) = F−1

x,y,z(Φ
′(kx, ky, kz))

16: return |φ(x, y, z)|
17: end procedure

=

⎡
⎢⎣
Φe (f1)

...
Φe (fM )

⎤
⎥⎦ . (11)

Since the condition number of temporal transfer matrix H is
always large in the practical calculation, the inverse problem of
(11) is ill-conditioned, which affects the depth reconstruction
ability of the proposed NBMM. To alleviate this problem, we
provide a method to recover the depth information.

It can be seen from (11) that the pseudo-inverse matrix of H ,
denoted as H−1, acts as a weight matrix of the temporal infor-
mation φe(t) and further determines the depth reconstruction.
Then, we analyze weight features of H−1 with different matrix
sizes. Without loss of generality, the weight difference of the
pseudo-inverse matrices H−1

T and H−1
T+1 with a size of T × T

and (T + 1)× (T + 1) is derived, i.e., the matrix size difference
ΔT is equal to 1. To analytically describe the matrix H−1

T+1, we
block the matrix HT+1 into four submatrices:

HT+1 =

[
HT P1

P2 P3

]
(T+1)×(T+1)

, (12)

where

P1 =

⎡
⎢⎢⎣
e−

1
c [Df2

T+1+c2μa]t1

...

e−
1
c [Df2

T+1+c2μa]tT

⎤
⎥⎥⎦
T×1

,

P2 =
[
e−

1
c [Df2

1+c2μa]tT+1 · · · e−
1
c [Df2

1+c2μa]tT+1

]
1×T

,

P3 = e−
1
c [Df2

T+1+c2μa]tT+1 .

Then, H−1
T+1 can be calculated according to the block matrix

inversion. Taking the leading principal submatrix of order T of
the matrix H−1

T+1 as LT , we derive the LT as follows:

LT = H−1
T +H−1

T P1

(
P3 − P2H

−1
T P1

)−1
P2H

−1
T . (13)
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Fig. 3. Instructions of the weight features of H−1. (a) The weight difference
matrix E with different matrix size difference ΔT . (b) Taking one row of the
matrix E as an example, as shown in (a), the weight difference varies linearly
with depth index, which can be used to recover the object at different depths. (c)
Using the proposed NBMM with a pseudo-inverse matrix whose size is T , we
can obtain the full focus image (marked by red box). Then, changing the matrix
size of pseudo-inverse, the reconstructions focused on the near object (marked
by blue box) and the far object (marked by green box) can be obtained to recover
the object depth information.

And the difference between matrices LT and H−1
T , denoted

as the weight difference matrix E, can be calculated as follow-
ing:

E = LT − H−1
T = αH−1

T P1P2H
−1
T , (14)

where α = (P3 − P2H
−1
T P1)

−1
is a coefficient. Performing

numerical analysis of E with different ΔT and taking one row
of E as an example, as shown in Fig. 3(a), we obtain the
visualized numerical analysis results as shown in Fig. 3(b).
The elements in each row of E from left to right represents
the weight difference acting on different depths. Thus, the row
index of E represents the depth index, as shown in Fig. 3(a). It
can be seen from Fig. 3(b) that weight difference varies linearly
with the depth index, indicating that the pseudo-inverse matrices
with different matrix sizes acting on the temporal information
of measurements [φe(t1), . . . , φe(tT )] in (11) give different
weights to different depths.

Therefore, we can obtain the reconstruction focused on dif-
ferent depths by changing the matrix size of the pseudo-inverse
matrixH−1. Fig. 3(c) shows an example of depth reconstruction.
Full focus image (marked by the red box) is obtained by the
proposed NBMM using a pseudo-inverse matrix of sizeT . Then,
by changing the matrix size to be T + 1 and T + 5, i.e.,ΔT = 1
and ΔT = 5, we obtain the reconstruction results focusing on
the near object (marked by the blue box) and the far object
(marked by the green box), respectively, which is consistent with
the depth weight difference shown by the curve in Fig. 3(b).
Finally, the complete depth information can be recovered by
combining the results focused on different depths.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we demonstrate the effectiveness of the pro-
posed method. First, a real non-confocal imaging system is built,
which is detailed in Section A. Then, the experiments under
typical static and dynamic scattering scenarios are conducted to
verify the imaging ability of the proposed method in different
volumetric scattering media. The experimental results are pro-
vided in Section B, in which the subjective quality and objective
evaluation among the proposed method, typical non-confocal
scattering imaging methods, and confocal scattering imaging
methods are compared. Finally, the imaging limit, the exposure
time limit, and comprehensive performance comparison among
different methods are analyzed in Section C.

A. Experimental Setup

A non-confocal imaging system is designed based on the
ultrafast detector array to quickly capture the measurements and
verify the proposed method. The hardware prototype is shown
in Fig. 4(a). In this setup, a laser (INNO AMT-532-1W1M) is
used to emit short pulsed of 12 ps at a wavelength of 532 nm
and the laser is driven at a repetition of 20 MHz and 700 mW
average optical power. Then a diffuser layer is used to expand the
divergence of the laser beam so that it can illuminate the entire
scenario. The ultrafast detector of the setup is a single-photon
avalanche diode (SPAD) array (Photon Force PF32) with a pixel
size of 32 × 32 and a temporal resolution of 55ps. The detector
is equipped with a lens with 2.8-12 mm focal length and 1.6
maximal f-numbers so that the light reflected by the scenario can
be focused on the image plane. The laser and detector operate
in a non-confocal configuration and they have matched fields of
view. A delayer unit (Micro Photon Devices PSD-065-A-MOD)
is used to shape the synchronization signal output by the laser
into a standard Transistor-Transistor Logic (TTL) signal, which
is then used as the acquisition trigger signal of the SPAD array. A
data acquisition device (NI-DAQ USB-6343) is used to complete
the measurement generation. The reconstruction algorithm is
completed by MATLAB software on a desktop computer with a
conventional CPU (2.3 GHz Intel Core i5).

B. Experimental Results

To demonstrate the proposed method can operate well in
different volumetric scattering scenarios, the polyethylene foam
and fog, which are the representative static and dynamic media,
respectively, are used. The photos of these two scattering scenar-
ios are shown in Fig. 4(b) and (c). These two scattering media
have quite different scattering characteristics and thus produce
different scattering responses. The scattering imaging perfor-
mance of the proposed method and the typical non-confocal scat-
tering imaging methods, time-gating [26], and cross-correlation
[21], are compared subjectively and objectively. The depth
reconstruction ability of the proposed method is also verified.
Additionally, the scattering imaging ability, imaging quality and
imaging speed of the proposed method and confocal scatter-
ing imaging method [10] are compared. Before running these
methods, some pre-processing operations are performed on the
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Fig. 4. Hardware prototype of the non-confocal imaging system and typ-
ical volumetric scattering scenarios. (a) The setup includes a pulsed laser,
a SPAD array detector, a diffuser, a delayer and a data acquisition device.
(b) Static scattering scenario: The scattering media is polyethylene foam; the
objects are placed between foam slabs of different thicknesses. (c) Dynamic
scattering scenario: The scattering media is fog; the object is embedded in the
fog; the system illuminates the scenario through the artificial fog chamber made
of glass.

measurements, including cropping the photons directly reflected
by the surface of the scattering media and rectifying the distance
between the scattering scenario and the experimental equipment.

1) Reconstructions Under Static Scenario: Polyethylene
foam is used as the static scattering media in this experi-
ment. The characteristics of polyethylene foam are estimated
by using an optimal model [10] to minimize the residual be-
tween the measurements and theoretical response. Then, the

scattering coefficient μ′
s and the absorption coefficient μa of

the polyethylene foam are estimated as 3.1377± 0.35 cm−1

and 3.3348× 10−2 ± 2.6× 10−3 cm−1, which indicates that
the length of one TMFP is l∗ = 1

μ′
s
= 0.3187± 0.0356 cm. The

test objects include a retroreflective letter ‘T’ and two two-depth
retroreflective letters ‘LV’ and ‘UT’. The objects are embedded
in the polyethylene foam at different depths. The depth is defined
as the distance between the letter and the front surface of the
scattering media and the depth of each letter is marked in
Fig. 5(a). Since the object depth is far larger than one TMFP,
the signal photons are almost attenuated during the propagation,
which makes it challenging to recover the object. Although
increasing the exposure time helps capture more signal photons,
it results in a long acquisition time. Here, we set the exposure
time as 100 ms to achieve rapid object reconstruction.

The measurements and reconstructions generated by time-
gating [26], cross-correlation [21], and the proposed method
are shown in Fig. 5. It can be seen that the measurements in
Fig. 5(b) cannot provide any useful object information in such
highly scattering scenarios. The time-gating results in Fig. 5(c)
are generated by selecting the corresponding depth gate for the
single-depth object or combining multiple depth-shift gates for
the multi-depth object [26]. Since decoupling the signal photons
from the measurements is difficult, this method fails to recover
the object in such a highly scattering scenario. Fig. 5(d) shows
the results of the cross-correlation. This method first requires
recording the system instrumental response by approximately
setting a reference Lambertian target at normal incidence to the
axis of the objective lens [21]. Then the results are generated
by calculating the cross-correlation between the measurements
and the recorded instrumental response. While this method can
recover the objects located at a relatively close depth, such as
the letter ‘U’ in data ‘UT’, the signal-to-noise ratio of the results
is low. Besides, the time-gating and cross-correlation methods
rely on the object depth prior and the instrumental response
prior, respectively. In contrast, our method correctly recovers
all targets, as shown in Fig. 5(e), since it makes full use of
the ultra-incomplete optical signal and does not require any
assumption during the computation. Additionally, we calculate
the peak signal-to-ratio (PSNR) of each result to quantitively
compare these three algorithms. The ground truth is captured
by our non-confocal imaging system without scattering media.
And an optimization algorithm is designed to slightly adjust the
position of the ground truth so that the reconstructed result can be
well aligned with the ground truth and produce maximum PSNR.
And all the methods apply this optimization method. Before
calculating the PSNR, the ground truth and the reconstructed
result are both normalized to [0, 1]. The calculated results are
marked in Fig. 5(c)–(e). It can be seen that the proposed method
outperforms other methods subjectively and objectively in all
experiments.

2) Reconstructions Under Dynamic Scenario: An artificial
fog chamber is used to provide a dynamic scattering environment
and demonstrate the capability of the proposed method in a
time-varying scattering scenario. The size of the fog chamber
is 50 × 50 × 150 cm. The transport coefficient μt of the fog
is estimated as 0.2403 cm−1 using Beer-Lambert Law. The test
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Fig. 5. 3D visualization and x-z slices of reconstructed results in polyethylene foam. (a) Reference of the retroreflective objects used in this experiment. The red
and blue lines represent the positions of the x-z slices. The scale bar at the bottom right of each image indicates 10 cm. The total thickness of polyethylene
foam and the object depths are marked in the scale below each image. (b) Scattered measurements directly captured by the SPAD array. (c–e) Reconstruction
results and x-z slices by time-gating, cross-correlation, and the proposed method, respectively. PSNR is calculated as the quantitative indicator to compare these
three algorithms. The results are marked below each image in (c–e), and PSNR is in dB.

objects in this experiment, including ‘Vase’, ‘Mannequin’, and
‘Bike’, have Lambertian surfaces and complex 3D structures, as
shown in Fig. 6. The objects are all embedded in the fog and
their depth ranges are marked in Fig. 6(a). In this experiment,
the exposure time is set as 100 ms.

The measurements and the comparison of the reconstructions
by time-gating [26], cross-correlation [21], and the proposed
method are summarized in Fig. 6. Since the fog is time-varying,
the temporal response is superimposed with dynamic noise.
Therefore, the signatures of the objects cannot be distinguished

from measurements as shown in Fig. 6(b), which exacerbates
the difficulty of the reconstruction. In this case, time-gating
can only provide a fuzzy result with the depth information as
a prior, as shown in Fig. 6(c). The cross-correlation method fails
to deal with this dynamic case since the system instrumental
response is also time-varying and cannot be captured in advance.
In contrast, our method is robust in such cases and provides
discernible results which have a good qualitative agreement with
the ground truth, as shown in Fig. 6(e). PSNR is also calculated
as the quantitative evaluator to compare these algorithms. As
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Fig. 6. 3D visualization and x-z slices of reconstructed results in fog environment. (a) Reference of 3D Lambertian objects used in this experiment. The red and
blue lines represent the positions of the x-z slices. The scale bar at the bottom right of each image indicates 4.5 cm. The total depth of the fog chamber and the
object depths are marked in the scale below each image. (b) Scattered measurements directly captured by the SPAD array. (c–e) Reconstruction results and x-z
slices by time-gating, cross-correlation, and the proposed method, respectively. PSNR is calculated as the quantitative indicator to compare these three algorithms.
The results are marked below each image in (c–e), and PSNR is in dB.

shown in Fig. 6(c)–(e), our method outperforms time-gating
and cross-correlation in all experiments from both subjective
and objective evaluation.

3) Depth Reconstructions: The performance of the proposed
depth reconstruction method is tested using the measured data
in Fig. 5. Following the depth reconstruction method described
in Section III, the images focused at different depths can be
obtained by changing the size of the transfer matrix H . Then
these discretely sampled depth images are combined to recover
the 3D structure of the object. The corresponding front views,

top views, and side views of the results are shown in Fig. 7. It
can be seen that our method recovers the depth information of
the object. As shown in the top view and side view, our method
recovers the relative positions of objects at different depths.

4) Comparison of Confocal and Non-Confocal Imaging:
The imaging performance, including imaging speed, scattering
imaging ability, and imaging quality, of the confocal boundary
migration method [10] and the proposed non-confocal boundary
migration method is compared in this experiment. First, we
summarize the acquisition information of two imaging systems
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TABLE I
COMPARISONS OF ACQUISITION INFORMATION OF CONFOCAL AND NON-CONFOCAL IMAGING SYSTEMS

Fig. 7. Depth reconstruction results. (a) Reference of objects used in this
experiment which are the same with the objects in Fig. 4(a). The scale bar at the
bottom right of each image indicates 10 cm. (b–d) The front view, top view and
side view of the reconstructions.

in Table I. For the confocal scattering imaging system, the
measurements are generated by changing the focused point of
the laser and detector along a scanning grid. In our previous
confocal work [10], the exposure time of each scanning point is
set as 60 ms. Since the size of the scanning grid is 32 × 32,
the total acquisition time of each measurement is 61440 ms
which is not acceptable for real-time applications. For the
non-confocal scattering imaging system, the measurements with
a pixel size of 32 × 32 can be captured by SPAD array with a
single exposure. And the exposure time in this experiment is
set as 100 ms. It indicates that the total acquisition time of the
non-confocal imaging method is 614.4 times shorter than that
of the confocal imaging method. Therefore, our non-confocal
method can achieve high-speed data acquisition and thus has
greater potential for practical scattering imaging scenarios. As
for the reconstruction time, since these two methods both have
an O(N3logN) computational complexity, they have similar
reconstruction speeds. As shown in Table I, the reconstruction
time of these two methods to recover a volume of 32× 32× 128
voxels is approximately 120-140 ms. The runtime is tested using
MATLAB on a conventional CPU (2.3 GHz Intel Core i5).

Additionally, different from the confocal imaging system
where the laser power is focused on each scanning point, in the
non-confocal imaging system, the laser power is spread out over
each pixel, and the number of effective photons reaching each
pixel is inversely proportional to the number of SPAD pixels,
which further exacerbates the difficulty of the non-confocal
reconstruction. In this case, we compare the scattering imaging

capability of these two methods by recovering the retroreflective
letter ‘T’ in the polyethylene foam located at different depths,
ranging from 1 cm to 9 cm with an increment of 1 cm. The results
are shown in Fig. 8. It can be seen that the confocal imaging
method recovers the object located at 28.5 TMFPs. Although
the acquisition time of our non-confocal method is 610 times
shorter than that of the confocal method, the proposed method
successfully recovers the object located at 22.2 TMFPs.

As for the imaging quality, in the valid imaging range of
each method, the two algorithms have subjectively similar re-
construction quality. Taking PSNR as the quantitative evaluator,
the average imaging quality of the confocal method is 15.8571
and that of the proposed method is 14.9063, as shown in Table II.

In a nutshell, the proposed non-confocal method significantly
improves the acquisition time by several hundred orders of
magnitude, while reducing the scattering imaging capability by
22% and imaging quality by only 6%.

C. Imaging Performance Analysis

In this subsection, the imaging performance, including the
imaging limit and the exposure time limit, of the proposed
method and typical non-confocal methods is analyzed and com-
pared.

1) Imaging Limit Analysis: The imaging limit mentioned
here refers to the upper limit of the scattering strength quantified
by TMFP at which the imaging methods can successfully recover
the object. And this indicator is generally given by the experi-
mental tests under different scattering strengths. Therefore, the
imaging limits of the time-gating [26], cross-correlation [21],
and the proposed method are tested using the built non-confocal
imaging system with an exposure time of 100 ms. Fig. 9 shows
the reconstruction results of these three algorithms for the target
‘T’ embedded in the polyethylene foam at different scattering
lengths, ranging from 3.2 TMFPs to 28.5 TMFPs. The imaging
limit of each method is marked by the green boxes in Fig. 9.
It can be seen that time-gating and cross-correlation can only
recover the object located at 3.2 TMFPs since they both rely on
the ballistic photons which are greatly attenuated and coupled
with the scattered photons as the scattering strength increases. In
contrast, taking advantage of the accurate non-confocal scatter-
ing imaging model and effective reconstruction algorithm, our
method improves the imaging limit to 22.2 TMFPs, correspond-
ing to the round-trip scattering length of 44.4 TMFPs.

As for multiple objects with different depths, it can be
seen from Fig. 4 that neither time-gating nor cross-correlation
methods can handle multiple objects well, while the proposed
method can reconstruct multiple objects within an interval of
fewer than 6.3 TMFPs. If the interval exceeds this distance,
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Fig. 8. Reconstructed results of object ‘T’ located at different depths, ranging from 1 cm to 9 cm with an increment of 1 cm, corresponding to the one-way
scattering length from 3.2 TMFPs to 28.5 TMFPs in polyethylene foam. The scale bar at the bottom right of each image indicates 10 cm. (a-b) Reconstruction
results by confocal and non-confocal methods, respectively. The green boxes mark the imaging limit of each method.

TABLE II
COMPARISONS OF THE PSNR OF CONFOCAL AND NON-CONFOCAL RESULTS

Fig. 9. Reconstructed results of object ‘T’ located at different depths, ranging from 1 cm to 9 cm with an increment of 1 cm, corresponding to the one-way
scattering length from 3.2 TMFPs to 28.5TMFPs in polyethylene foam. The scale bar at the bottom right of each image indicates 10 cm. (a–c) Reconstruction
results by time-gating, cross-correlation and the proposed method, respectively. The green boxes mark the imaging limit of each method.

the reconstruction of a more distant object degrades due to
signal attenuation and lack of consideration of the multi-bounce
transmission between objects.

2) Exposure Time Limit Analysis: To obtain the highest
imaging speed of our system, the experiments are conducted
with varying exposure times of 1000 ms, 500 ms, 300 ms,
100 ms, 50 ms, and 30 ms. The test object ‘T’ is located at
a depth of 5 cm in the polyethylene foam. The results are shown
in Table III. It can be seen that our method can accurately recover
the object until the exposure time is less than 30 ms, which is
more than 2000 times faster than the confocal method [10]. It
means that our method has the potential to observe dynamic

scenes at more than 33 frames per second. While limited by
the long storage time of the detector we used in this work, the
proposed method cannot achieve such a high frame rate at the
current stage. In the future, the development of the hardware
or the algorithm design of parallelly processing the acquisition
and storage can further accelerate the reconstruction speed to
recover moving objects in real time.

Additionally, existing non-confocal scattering methods are
compared in terms of exposure time, scattering imaging limit,
laser power, and photon counts per pixel. The corresponding
indicators described in the respective article are summarized in
Table IV. We note that the exposure time discussed above refers
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TABLE III
COMPARISONS OF THE RECONSTRUCTIONS WITH DIFFERENT EXPOSURE TIMES

TABLE IV
COMPARISONS OF DIFFERENT NON-CONFOCAL SCATTERING IMAGING METHODS

Fig. 10. Comparisons of exposure time and imaging limit of the different non-
confocal scattering imaging methods. The dashed line represents the trade-off
between exposure time and scattering imaging capability. The method located
in the upper left of the dashed line indicates shorter exposure time and higher
scattering imaging capability.

to the total exposure time and is given by the product of the
photon counts and the exposure time per photon. Therefore, the
total exposure time in Table IV indicates the data acquisition
time of each method. It can be seen that Maccarone’s work [21]
requires minimal photons and laser power, but their method
cannot deal with highly scattering cases and requires a long
acquisition time. Our method and Tobin’s work have the fastest
acquisition speed, while the imaging limit of our method is 4.44
times more than that of Tobin’s work. Besides, the scattering
imaging limit in Table IV represents the round-trip scattering
length and is uniformly quantified by TMFPs. Fig. 10 visualizes
the trade-off between exposure time and scattering imaging limit
for these methods. The method located in the upper left of the
dashed line has a faster acquisition speed and higher scattering
imaging capability. It can be seen that the proposed method and
Tobin’s work require the shortest exposure time among these

methods. And our scattering imaging capability is also better
than most non-confocal works. Although Lyon’s work [15] has
the highest scattering imaging capability, their method is limited
to imaging a simple 2D object and needs prior information on
the object depth and the thickness of the scattering media, which
limits its ability in practical applications.

V. CONCLUSION

In this article, we provide a non-confocal scattering model
and reconstruction methods to address the high-quality and
high-speed imaging problem in volumetric scattering media.
First, a dual optical coupling scattering transmission model is
proposed to accurately describe the forward scattered light prop-
agation and acquisition process using a non-confocal system.
Then, a non-confocal boundary migration model is designed
to establish a space-to-time mapping in the frequency domain
to convert the scattered measurements in spectral form to the
object information in the Fourier domain. Additionally, using
the characteristic of the temporal transfer matrix, a depth re-
construction method based on depth focusing is developed to
recover the 3D information of the object. Since the proposed
method makes full use of the ultra-incomplete optical signal
and does not require computational approximation, our method
recovers the object located at the one-way scattering length of
22.2 TMFPs and presents superior performances among state-
of-art methods. Experimental results verify the effectiveness
and robustness of the proposed method. Besides, significantly
improves the acquisition time by several hundred orders of
magnitude, which greatly improves the acquisition speed with-
out large degradation of scattering imaging limit and imaging
quality.
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